Вейвлет подобный фильтр на основе потенциалов нейронной активности для анализа электроэнцефалограмм коры головного мозга человека

Абстракция

Эта статья описывает разработку и тестирования Вейвлет подобного фильтра, который называетсяSNAP,созданный на основе моделирования нейронной активности для использования в вейвлет преобразованиях, вместо вейвлета, для улучшения вейвлет-анализа ЭЭГ, предназначенного для интерфейсов мозг-компьютер. Гипотеза, что оптимальный вейвлет может аппроксимироваться из вывода(**deriving**) основных компонентов(**underlying components**) ЭЭГ. SNAP сравнивался со стандартными вейвлетами путем измерения аппарата поддержки вектора основы ЭЭГ точности классификации(**classification accuracy**), когда использовались для анализа разные вейвлет-фильтры. Когда сортировка(**classifying**) P300 вызвала(**evoked**) потенциалы, ошибку, в зависимости от использования вейвлет-фильтра, которая варьировалась из 6,92% до 11,92%, почти в два раза(**almost twofold**). Классификация с помощью SNAP была более точной, чем с любым из шести стандартных вейвлет испытаний. Так же, когда дифференцировать между подготовкой(**preparation**) для движений левой или правой руками, классификация с помощью SNAP была более точной (10,03% ошибок), чем в четырех из пяти стандартных вейвлетах (9,54% до 12,00% ошибок) и конкурентноспособна(**competitive**) на международном уровне (7%ошибок) на заданном испытании NIPS2001. Феномен, показанный только на дискриминационных картах ЭЭГ активности, может объяснить(**explain**) почему SNAP кажется(**appears**) перспективнее для улучшения вейвлет анализа ЭЭГ. Это представляет первоначальное(**initial**) исследование потенциала семейства вейвлетов конкретных ЭЭГ.

ключевые термины – интерфейс мозг-компьютер, данные по конкретным вейвлетам, электроэнцефалография (ЭЭГ), классификация образов(**pattern classification**), распознание образов(**pattern recognition**), частотно-временные представления(**time-frequency representations**), вейвлет анализ.

I. Введение

Измерения ЭЭГ коры головного мозга один из способов заглянуть в деятельность мозга. Выделяют(distinct) несколько найденных нейронных ритмов в ЭЭГ, которые создаются из подсистем(subsystems) различных размеров. Точная интерпретация ЭЭГ, оптимальна на одной экспериментальной основе(single-trialbasis) имеет решающее значение(is critical) для таких приложений как интерфейс мозг-компьютер. Когда много испытаний усредняются, часто характеристики формы волны могут быть распознаны. Однако, на одной экспериментальной основе характеристики формы волны часто тоже намного ниже наблюдаемого(observed) порогового звука(thenoise floor).

Первоначальная цель этого поиска была в создании алгоритма ЭЭГ классификации для возможного(eventual) использования в BCI. В цетре внимания этой статьи вейвлет подобный фильтр для конкретных ЭЭГ, что созданы с надежной оптимизации анализа ЭЭГ сигнала и, таким образом(thus), улучшить классификатор и, в конечном итоге, BCI представление(performance). Эта статья описывает создание фильтра для использования вместо вейвлета в ЭЭГ вейвлет анализ и документы, тщательно тестирование(through extensive testing), его производительность по сравнению со стандартными вейвлетами. Платформа для сравнения алгоритма классификации ЭЭГ была первоначальной целью, также описана.

A. Контекст для создания вейвлет подобного фильтра.

С точки зрения разработки алгоритма классификации, его производительность зависит от анализа сигнала, отбора признаков(feature selection) и использования классификационных методов. Использование алгоритма классификации ЭЭГ в этой статье применяется(employs) для дискретного вейвлет преобразования сигнала. Вывод вейвлет преобразования может влиять на выбор вейвлета (материнская форма волны) с которым сигнал анализируется. Как результат, выбор вейвлета может также иметь существенное влияние на качество результатов с учетом классификатора, который берет вейвлет коэффициенты как входные характеристики(input features). Нет стандартного метода для выбора лучшего вейвлета, некоторые вейвлеты более подходящие, чем другие для конкретных типов входных сигналов( inputsignals).

К примеру, вейвлет Хаара больше подходит для анализа сумы квадратных волн, чем некоторые другие стандартные вейвлеты; один Хаар коэффициент из вейвлет анализа по правильному масштабу и времени может шифровать один полный цикл квадрата волны самого по себе.

Ключ предназначенный для установления замка,нейроэлектрическую активность лучше анализировать функцией, которая выбирает такие случаи в которых форма максимально близкая, насколько это возможно. Это также поддерживается. Нужно в среднем много испытаний для визуального наблюдения наиболее известных нейроэлектрических событий, таких как Р300 потенциал действия(evoked potential), они редко наблюдаются в одном клиническом испытании(single-trial data). Поэтому, вместо проектирования фильтра для одного пробного анализа(single-trial analysis), что выбирает специфические нейроэлектрическое событие, цель этой работы состоит в создании фильтра, который выбирает нейронную активность(neural activity) лежащую в основе нейроэлектрических событий. Это соответствует мнению(consistent with the view),что, принимая во внимание(considering), какой вейвлет используется, важно брать входной сигнал, в основе которого лежит структура оценки. Вейвлет, что инкапсулируется(encapsulates), т.е. в основе лежит компонентная структура, еще не описан в литературе. Самар, Шварц и Рагувир штат, что мог бы потенциально улучшить производительность системы(system performance) (т.е. ЭЭГ классификатор) через манипуляцию вейвлет формы. Такой фильтр может производить превосходный(superior) классификатор представления(performance) через множество различных задач и их объединенных нейроэлектрических событий.

Разработанный фильтр в этой статье создан на основе простой модели нейронной активности. Это не вейвлет форма манипуляции, но создание на основе модели, дающей в результате фильтр со значимыми(meaningful

properties) свойствами. Он разработан, чтобы установить соответствие с общими колебаниями(general oscillation) нейронной активности, предполагая, что в основе лежат компоненты ЭЭГ. Форма волны создана моделью нейронной активности после незначительных корректировок(minor adjustments), вейвлет подобный фильтр годен к употреблению в MatlabDWT.

B. Алгоритм ЭЭГ классификатора (платформа).

Прежде чем использовать алгоритм описанный в этой статье как платформу для сравнения вейвлетов, было необходимо проверить ее способность классифицировать ЭЭГ с достаточной степенью точности(reasonable accuracy), не принимая во внимание используемый вейвлет. Применяя алгоритм к данным NIPSBCIWorkshopData Competition, это было возможно при непосредственном сравнении его производительности, что и алгоритмы, которые были введены в конкурс. Его производительность имела международную конкурентоспособность(competitive) и документирована в результатах.

Алгоритм сначала выполняет анализ сигнала на данных с использованием вейвлет-преобразования. Вейвлет анализ создает кратномасштабное измерение(a multiresolutionmeasurement) энергии через время и частоту, и поэтому хорошо подходит для переходных сигналов как в ЭЭГ. По существу это находит соответствия(correspondences) между входным сигналом и вейвлетом (фильтр с очень специфическими математическими свойствами): длина вейвлета расширяет измерения соответствий(correspondence) с разными полосами частот(frequency bands) и сдвигает измерения соответствий с сигналом в разные области времени.

После того как сигнал анализировался с помощью вейвлет-преобразования, подмножество(asubset) вейвлет коэффициентов выбраны для ввода в классификатор. В этом ЭЭГ-классификационном алгоритме, критерий discriminability. Discriminability стандартная статистическая мера насколько хорошо функция показывает к какому классу ЭЭГ сигнал принадлежит; это измеряется относительным пересечением двух классов распределения значений для этой особенности. Это определяется из (1) как
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где D относится к discriminability, μотносится к среднему распределению(the mean of a distribution) и σ относиться к отклонение стандартного распределения. Нижние индексы (Subscripts) определяются классом.

Выбранные особенности из анализируемых сигналов затем используются для обучения классификатора. В этом ЭЭГ-классификационном алгоритме SVM с многочлен ядра(a polynomial kernel) выбран как классификатор. SVM настройки параметра определены через поиск сетки(a grid), нахождение ошибки перекрестной проверки (cross-validation) десятикратного алгоритма выполнено для каждой комбинации значений параметров в пределах рассмотренных диапазонов (смотри ниже раздел I-Cи разделы V-Dвейвлет сравнение через классификацию паттерна). Настройки параметров дала меньшее всего ошибок при перекрестной проверке.

C. Справочная информация о методах используемых в платформе алгоритма.

Вейвлет анализ выбран потому, что его свойства кратномасштабны. Преобразование Фурье ( или быстрое преобразование Фурье) пример метода анализа без эти свойств. К примеру, необходимо использовать относительно короткого окно быстрого преобразования Фурье для явного наблюдения относительно короткого P300 вызванного потенциала(evokedpotential) в ЭЭГ и относительно длинного окна анализа для явного наблюдения относительно длинного bereitschafspotential в ЭЭГ. Выделив сигнал в «пакеты» в которых видны разные уровни детализации(levels of detail) способствует просмотру всех уровне сразу, где каждый на соответствующем разрешении. Это делается в вейвлет-анализе. Используемый классификатор в алгоритме ЭЭГ-классификации многочлен SVM, который сочетает в себе высокую размерную вложенность(high-dimensional embedding) и максимальный запас оптимизации гиперплоскости(hyperplane). Максимальный запас оптимизации - способ оптимизации гиперплоскости: гиперплоскость корректируется для того, чтобы быть между, насколько это возможно, от учебных примеров, которые находятся ближе всего к тем же классам. Некоторые общие правила не могут быть выражены(expressed) как прямая линия(straight line) или гиперплоскость, но это намного сложнее, чем оптимизация криволинейной границы. Высокая размерная вложенность – способ оптимизации криволинейной границы используя технологию оптимизации плоской границы; это расширяет размеры пространства функции путем добавления размеров, которые являются продуктом первоначальных измерений.

Многочлен SVM использует ядро, которое схоже с размером между характерных векторов двух признаков(tokens). Это определено в (2), где i представляет главный признак из класса A, j представляет главный признак из класса B и deg указывает значение параметров, которые устанавливают высокую размерную вложенность

![](data:image/png;base64,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)

Определено общее количество измерений в новом пространстве высшей степенью переменной, которое в (2) результат скалярного произведения(the dot product) после расширения бинома. Степень параметра устанавливает число раз, когда бином умножается сам на себя, чтоб достичь полного его расширенного состояния. В этом новом пространстве особенностей, гиперплоскость оптимизируется применением максимальных оптимизационных полей. Когда происходит конвертация в первоначальное пространство, то маркеры определяются до оптимизационного состояния, хотя маркеры не могут быть линейно разделены, как это было в многомерном пространстве признаков(higher-dimensional feature space). Несмотря на то, что многочлен(thepolynomial)SVM может создавать очень нелинейные границы решения, это становится линейным классификатором, когда параметр степени устанавливается в единицу.

SVM теоретически определяет положение гиперплоскости без локального минимума с применением выпуклой оптимизации(convex optimization) для установления гиперпараметров(Thehyperparameters).Гиперпараметры, в дальнейшем просто упоминается как параметры, степень и регуляризирующие параметры(regularization parameters), которые контролируют баланс между сложностями гиперплоскости и специфичностью(specificity) данных тренировочных данных. ВSVMпредставление есть локальные минимумы, эти параметры изменяются. В целом, поиск сеток(a grid search) используется для нахождения лучших комбинаций значений параметров.SVM представление записывается в матрицу для каждойпробной комбинации значений параметров без установления пределов. Действительные статические методы для оценки(assessing) SVM представления включают перекрестную проверку(cross-validation), самонастройки(bootstrapping) и предсказания наперед. Десятикратная(Tenfold) перекрестная валидация выбрана для описания ЭЭГ-классификационного алгоритма.

Есть более современные методы для определения лучших комбинаций значений параметров. Через приближения(approximations) и эвистику(heuristics), эти методы позволяют обходить(circumvent) обширные(extensive) поиски параметров, но вариации(the variations) в SVM представлении могут быть очень трудны для предсказания. Настройки параметров могут иметь существенное влияние на общие представления.

II. Связанные с работой((RELATED WORK)

A. Оптимизация вейвлет анализа ЭЭГ

Нахождение или создание оптимального вейвлета для анализа ЭЭГ или любого конкретного типа сигнала был предметом многих исследований. Метод, который наиболее близко напоминает тот, который используется в этой статье, найден в [7], [17], [18] и демонстрируется в [19]. Этот метод включает конструкцию вейвлета Мейера; разница в спектре между этими построенным вейвлетом и интересующим нейроэлектрическим сигналом минимизирована методом наименьших квадратов(via least-squares).DWT высоко- и низкочастотные фильтры получены затем из построенного вейвлета таким образом, что любой сигнал можно проанализировать с этим подобранным вейвлет Мейером используя DWT. Это должно найболее подходить для сигналов с похожими формами волны в вейвлет форме волны, которые соответствуют первоначальным. Представленный метод в этой статье отличается тем, что вместо конструирования вейвлета, которому соответствует сигнал с конкретной формой волны, вейвлет разработан в соответствии с основной формой волны нейроэлектрической активности ( и т.о. менее специфичен любому одному типу формы волны).

Другие построили вейвлеты используя фрактальные интерполяционные функции(fractal interpolationfunctions) [20] или создавая «супер-вейвлет» из линейных комбинаций стандартных вейвлетов. Было показано, что супер-вейвлеты могут быть получены из форм волны очень близко соответствующим анализируемому сигналу. Заметим, что эти супер-вейвлеты не обязательно соответствуют требованиям используемого фильтра в DWT.

Методикасогласованногопоиска(Thematchingpursuittechnique) этодругойметоддляразложенногосигнала(decomposingasignal) с использованием формы волн, которые подобны тому сигналу,что анализируется. Эта методика находит взвешенную комбинацию(the weightedcombination) формы волны, которая ближе всего к входному сигналу с применением библиотеки предопределенной формы волны [7], [17-19], [22]. Гибкость может стать недостатком, несмотря на [7]. Вместо использования одной формы волны, которая конкретно связана с интересующей нас активностью, любая формы волны в библиотеке может быть использована в [7]. И если доминирующая активность в любом конкретном сигнале имеет шум, то библиотека формы волны наиболее близко похожа с шумом, который, вероятно, будет доминировать на выходе анализа [7]. Если форма волны сильно похожа на интересующую нас активность была любой используемой формой волны, возможно, выбрали бы интересующую нас активность без существующей, которая пострадала от шума. Больше информации на основе библиотечных методов и адаптированные формы волн могут быть найдены в [23].

Другие подходы к проблеме выбора и создания вейвлета включают исследования свойств вейвлета, т.к. избирательность по частоте(frequency selectivity), степень регулярности(degree of regularity) и как много есть нулевых моментов(vanishing moments).

В. Анализ сигнала, выбор компонентов, и классификация.

В настоящий момент существует большое разнообразие(variety) методов анализа сигнала, которые используются в алгоритмах BCI-ориентированных ЭЭГ-классификации; эти методы имеют большое влияние на общие представление [24]. Параметры аторегрессионной модели(Autoregressive (AR) model), анализ главных компонентов(Principal ComponentAnalysis (PCA)), независимый анализ компонентов(Independent Component Analysis (ICA)), общая пространственная структура анализа(common spatial pattern analyses), временная фильтрация(temporal filtering), мощность спектральной плотности(powerspectral density), временная и пространственная фильтрация(temporal and spatial filtering) и вейвлет анализ – все они описаны в литературе [24]-[30]. Иногда сигналы анализируются с использованием метода анализа сигналов, когда часто необходимо выделить подмножество выхода анализа для входа в классификатор. Например, изученныйвектор квантователя(vector quantizer) был использован для выбора электродов(electrodes) и полосы частот [29], [31]. Также в BCI литературе, много различных методов были использованы для классификации, т.к. линейный и нелинейный дискриминантный анализ(discriminant analysis), контролируемые нейронные сети(supervised neural networks) и SVM[29], [30], [32]-[34].

С. Точность текущей BCI систем.

Существует несколько видов сигналов и очевидные особенности в ЭЭГ, что использовались для передачи информации через BCI. Они хорошо представлены набором доступных данных через условия прошлых два BCI набора данных, в 2001 NIPSBCIWorkshopDataCompetition [11], [35] и 2003 BCIусловие [36]. ЭЭГ-классификационные алгоритмы применяются для этих наборов данных с задачей дифференцирования(differentiating) между классами сигналов и (или) определение цели предмета.

1) точность алгоритма для ЭЭГ дифференцирования: оба условия включают дифференцирование между некоторой природой левого и правого движения, либо фактическое, либо мнимое. Движения (реальные или мнимые) могут быть определены с помощью соответствующего события синхронизаций(synchronizations) и дисинхронизаций(resynchronizations) (ERS, ERD) мю/бета ритмов [29]. В первом условии, ошибка фактических движений рук варьировалась между 4% и 46% с значением 16%. Для этого типа задания, ожидаемые ошибки были 50%, если классификация была сделана случайно. Когда некоторое задание было адресовано во второе условие, то ошибка варьировалась между 16%и 49% со значением 32%. Для третьего набора данных, это было некоторое задание, но с мнимыми вместо реальных движении рук и данные были доступны из девяти различных предметов [11], [37]. По всем девять объектом, результаты условие варьировались от 12% до 40% со значением 28% [11], [73].

Другим общим направлением было саморегилировавание(the self-regulation) медленных потенциалов коры головного мозга(slow cortical potentials) и мю/бета ритмов(mu/beta rhythms.). Для этого задания, движение курсора, основанного на этих потенциалах или ритмах, и предмет учится само регуляции их (т.е. их амплитуда), как он/она учится двигать курсор к конкретной цели [29]. Алгоритм применяется для интерпретации ЭЭГ и определения, какая цель предмета подвержена движению курсора[11], [36]-[38]. Ошибка на SCP дифференцирование варьировалась от 11% до 49%, со средним числом 22% [36], [38]. Эта конкретная задача также имела ожидаемую ошибку 50%, если классификатор был случайным. Для мю/бета ритма само регуляции было четыре возможные цели; поэтому ожидаемая ошибка, если классификатор был изменен, была 75% [36], [38]. Ошибка входа варьировалась от 28% до 76% со значением 56% [36], [38].

Заключительная общая задача, для которой были доступен набор данных, была определена как символ предмета, который был сфокусирована на основе его/ее P300 вызванных потенциалах, что вызвало вспышки различных столбцов и строк в матрице символов [39]. Поскольку тестирование этого набора данных описано в этой статье, то существует много детальных описаний в разделе данные и поддержка программного обеспечения. Классификация случайно дала бы ожидаемую ошибку 97% [36], [38]. Все условные входы комбинировали данные из множества вызванных потенциалов [36], [38]. Пять входов достигли нулевой ошибки и два регистрировало 55% и 65% ошибок [36], [38].

2) установленная BCI система: TheWadsworthBCIсистема разработана Wolpaw, McFarlandи их коллеги используют мю/бета ритм с BCIсистема использует ERDи ERS мю/бета ритмов (произведенного моторными (моторика, движение) образами)[29]. BCI описала в [43] с применением просты расчетных задач в дополнение к моторным образам [29].

III. Данные и поддержка программного обеспечения.

Два набора данных публичного домена фактических данных ЭЭГ были использована для экспериментирования в этом обучении: ЭЭГ самообучаемый ключ набора данных [45], [44] из NIPS BCI Workshop Data Competition [11]; и P300 Speller Paradigm набор данных [46] из BCI Competition 2003 [36]. Оба набора данных позволяют исследователю работать с данными из лаборатории качества машины ЭЭГ. Кроме того, гораздо проще сравнить алгоритмы, когда они были протестированы на том же самом наборе данных [15], [24]. Эти конкретные наборы данных – основа многих исследований.

Весь код для обработки эти данных были разработаны в Matlab [51], дополненными(supplemented) сигналами, обработанными Matlab Toolbox [25] и Matlab Wavelet Toolbox [10], Schwaighofer SVM toolbox [52] и SNNAP и симулятор потенциала нейронной активности [53].

А. P300 буква задачи узнавания

P300 Speller Paradigm набора данных [46] были предназначены для разработки системы, которая может интерпретировать какая буква предмета концентрируется на основанных на его/ее P300 вызванных ответов мелькания букв [39]. Предмет ЭЭГ был записан при просмотре дисплея 6х6 матрицы символов [39], [47], [48]. Предмет сконцентрирован на одном специфичной букве, в то время как строки и столбцы этой матрицы быстро мелькали. ЭЭГ отражает выявленный ответ распознания, когда мелькал столбец или строка, состоящие из буквы предмета, на котором концентрировались. Потенциально, предмет можно ввести путем концентрации на буквах из мелькающей матрицы в этот момент. Каждая из шести строк и шести столбцов мелькали в случайном порядке пока предмет концентрировался на букве. Для обеспечения есть достаточно данных для определения, на какой букве предмет концентрируется, каждый двенадцатый стимул мелькал в случайном порядке, в общей сложности пятнадцать раз перед перемещенным объектом на сосредоточенной следующей букве. Поэтому, для каждой буквы, существует пятнадцать ответов на каждый стимул. Буква предмета была сконцентрирована на возможности нахождения определения, в котором столбец и строка получили распознанные ответы.

Для того, чтобы сократить время, необходимое для подготовки и тестирования алгоритма данными, для каждой буквы, 15 ответов на каждый стимул были усреднены; задача классификатора было дифференцировать между этим усредненным распознанием и нераспознанными ответами.

В. Сравнение левостороннее и правостороннее движения рук.

The self-paced typing набор данных [44] состоит из записанных ЭЭГ потенциалов предмета, кто нажимал клавиши либо левой, либо правой рукой выбирая добровольный порядок и расчет времени. Были использованы данные только от электродов С3 и С4; эти два электрода имеют